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A B S T R A C T   

Study region: Panama faces seasonal floods and droughts, and rising freshwater demand for do
mestic consumption, hydropower, and the operation of the Panama Canal. A process-based hy
drological model of the country would complement the existing national water security plan as a 
scenario planning tool. 
Study focus: In Panama, as in much of the Global South, sufficient observed data do not exist for 
all watersheds to calibrate complex hydrological models. Understanding and improving the 
performance of uncalibrated hydrological models could greatly expand their utility in such re
gions. In this study, we build and validate an uncalibrated Soil and Water Assessment Tool 
(SWAT) model for Panama. We extend the default precipitation submodel and demonstrate the 
importance of accounting for spatial autocorrelation patterns in precipitation inputs: we found 
large improvements over the default model, not only for monthly means (NSE = 0.88, from 0.69 
for default SWAT), but especially for standard deviations (NSE = 0.59, from 0.27) and maxima 
(NSE = 0.51, from 0.21) of discharge across locations and months. 
New hydrological insights for region: We found a strong seasonal trend and regional differences in 
the spatial autocorrelation of rainfall, suggesting that this phenomenon should not be modeled 
statically. The resulting precipitation and hydrology models provide important baseline infor
mation for Panama, especially on variability and extremes, and could serve as a template for other 
regions with limited data.   

1. Introduction 

The potential impacts of changes in the hydrological cycle brought about by climate change and human activity range from 
shortages of potable water (F.A.O., 2018, p. 31) to increasing frequency and impact of floods and droughts (e.g., Hirabayashi et al., 
2013). Changing patterns of precipitation and hydrology also strongly influence local vegetation and may negatively affect biodi
versity (e.g., distance to water and precipitation were found to be two of the best predictors of species distributions, Bradie and Leung, 
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2017). The capacity to predict the nature of changes in hydrological patterns will be crucial for effective risk mitigation and building 
systemic resilience. Given spatial heterogeneity in these dynamics, identifying critical regions at high risk for reductions in water 
availability and increases in extreme events must be an integral part of planning and management strategy. The need for this type of 
analysis is even more pronounced in the Global South, where the threat of climate change is compounded by economic and infra
structural inequality (Roberts, 2001; Chapagain et al., 2020). 

In Panama, our study area, a national framework for water resource management already exists in the form of the Plan Nacional de 
Seguridad Hid́rica or National Water Security Plan (Comité de Alto Nivel de Seguridad Hid́rica, 2016), but a process-based hydro
logical model of the country would be a useful complement for scenario modeling and risk assessment. The Soil and Water Assessment 
Tool (SWAT, Arnold et al., 1998) was chosen for this task due to its demonstrated utility in watershed modeling at larger scales (e.g., 
Abbaspour et al., 2015, Pagliero et al., 2014) and its process representation of several interlocking systems such as agricultural 
practices and nutrient flows along with hydrology, which will allow for future integrated modeling of these other crucial spheres. 

The utility of SWAT in simulating single watersheds with model parameters calibrated to local conditions, at least at the monthly 
timestep, is well established (e.g., Perez-Valdivia et al., 2017) and these studies comprise most of the SWAT literature (Krysanova and 
White, 2015). However, the calibration procedures are complex and require comprehensive and high-quality hydrological data (see 
Arnold et al., 2012, Abbaspour et al., 2017), which are not available for many watersheds in most regions of the Global South. Ad
vances have been made to address this, including regionalization approaches (e.g., Choubin et al., 2019) that comprise first calibrating 
on gauged basins where sufficient data exist, and then extrapolating calibrated parameter values to ungauged basins matched to 
gauged ones based on, for example, physical similarity and/or proximity. This approach yields improvements in model performance 
but still involves calibration at gauged locations, with all the concomitant data requirements. There may be other avenues of achieving 
satisfactory model performance as well. SWAT, being a process-based model built on physics, could in principle perform well un
calibrated. This has indeed been demonstrated for some contexts (e.g., annual water flow; Srinivasan and Zhang, 2010), but uncali
brated performance must be tested empirically and systematically for different study regions and different indices of interest (e.g., 
means, variability, and extremes in streamflow). 

Improvements to model structure can be considered an avenue of improving predictive power that is separate from calibration 
(Butts et al., 2004); for example, an improved soil submodel for SWAT has been shown to improve streamflow and nitrate load 
predictions even in the absence of parameter calibration (Qi et al., 2020). It has also been shown that quality of precipitation input, 
specifically in terms of interpolation method, is an important driver of model performance even in calibrated SWAT models (Tuo et al., 
2016; Xue et al., 2018). However, to our knowledge, there has been little systematic evaluation of potential improvements to un
calibrated SWAT performance through improving precipitation input. One recent attempt to use an alternative precipitation product 
(CFSR, Climate Forecast System Reanalysis) for an uncalibrated model of a neotropical system found worse performance than simply 
using available gauge data (Auerbach et al., 2016), albeit in a region with higher density of rain gauges than Panama. Thus, we decided 
that improving the interpolation of existing gauge data would be a logical focus for our model of Panama. 

In the present study we first built and tested the performance of an uncalibrated SWAT model of Panama using the default pre
cipitation interpolation method of SWAT, and then proposed and tested modifications to the precipitation submodel that could 
improve model performance. We tried to improve the precipitation submodel structure by incorporating (i) regional differences in 
climatic patterns within Panama, by delineating separate regions based on available maps of climate zones, (ii) realistic spatial 
autocorrelation patterns of precipitation (interpolating gauge data in two steps, for occurrence and then quantity) within each region 
and for each day, and finally (iii) allowing for seasonal variation in the strength of this autocorrelation by fitting the distance-decay 
parameters for each month as well as each region. We demonstrate that it is crucial to capture these regional and spatio-temporal 
autocorrelation patterns in precipitation. For both default and modified SWAT models, we examine predictive power for water 
availability (mean monthly flow) as well as variability (standard deviation and maxima of flow) across space and time. We also 
examine the performance of the models within each watershed and identify characteristics of watersheds that explain the variation in 
this performance. 

2. Methods 

2.1. Study area – Panama 

The National Water Security Plan of Panama predicts a rise in water insecurity as human consumption reaches 50% of freshwater 
availability in the country by 2050 (Comité de Alto Nivel de Seguridad Hid́rica, 2016). Freshwater is also a key resource for the Panama 
Canal system, which requires 52 million gallons per ship transit. The Canal Authority came close to having to impose draft restrictions 
due to lack of water during the dry season in 2015, an El Niño year (Anon, 2015). The canal is uniquely important not only to Panama’s 
economy with $2.6 billion in revenue (OECD, 2017), but also as a key node in the global shipping trade. Additionally, about 45% of the 
country’s electrical capacity is accounted for by hydropower (ASEP, 2021), making variability in flow patterns critical to predict. 
Along with droughts like the one in 2015, floods and associated landslides are also problems faced by the country (e.g., Wohl and 
Ogden, 2013). These changes are projected to have further downstream effects ranging from agricultural yield changes to the 
persistence of Chagas disease (Fábrega et al., 2013). Beyond human impacts, Panama is also at the center of one of the world’s most 
biodiverse regions (Myers et al., 2000), and the rich tropical forests and aquatic ecosystems that support this diversity are heavily 
reliant on the health of its waterways. 

While temperatures across Panama are quite even and vary primarily based on elevation, there is considerable variation in pre
cipitation patterns within the country both between regions and across time, due to a combination of topographic complexity and 
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seasonal drivers of precipitation (Palka, 2005). The country is long and narrow, with the central spine of mountains forming a higher 
topographic barrier in the Western half of the country. The Pacific side of this central spine of mountains experiences a marked dry 
season from roughly December to April, while the Caribbean side has rainfall more evenly throughout the year, and in higher quantity 
in general (Fábrega et al., 2013). The primary seasonal driver of precipitation is the movement of the Intertropical Convergence Zone 
(ITCZ), and interannual variation is influenced by El Niño-Southern Oscillation (ENSO) cycles. These characteristics led to our choices 
to incorporate seasonality and regionality as two facets of the precipitation interpolation method (that is, fitting the parameters for the 
method to each region and to each season). Furthermore, the country’s reliance on hydropower and susceptibility to floods are among 
the factors that led to our focus on variability and extreme events in streamflow in addition to mean values. 

The 6 climatic regions in the model (henceforth just referred to as ‘regions’, see Fig. 2) were delineated with reference to the 
climatic regions outlined in Panama’s national water plan document (Comité de Alto Nivel de Seguridad Hídrica, 2016, p. 22) as well 
as the latest Köppen climate classification maps (Beck et al., 2018). Both sources were consistent in separating the Caribbean & Pacific 
faces of the Tabasara mountains, the Azuero peninsula, and the central Canal region (regions 1, 2, 3, and 4 respectively). The part of the 
country to the East of the canal was grouped into a single region in the water plan document but the Köppen map shows a gradation 
with more tropical savannah (Köppen classification ‘Aw’) in the western half surrounding Lake Bayano (model region 5) and more 
tropical rainforest (Köppen ‘Af’) in the Darien (region 6). 

2.2. SWAT model setup 

In this study, we use SWAT to build a countrywide hydrological model of Panama. SWAT is a process-based model that incorporates 
information about meteorology, physical geography, and human land use to simulate the entire hydrological cycle of the study area. 
Spatial variation is made explicit in SWAT by splitting each watershed into ‘subbasins’ of non-branching stream segments and their 
drainage areas, and further splitting each subbasin into a set of Hydrological Response Units (HRUs) which represent a particular 
combination of slope, land use, land management, and soil type. SWAT can thus provide sophisticated and holistic hydrological 
projections for given patterns of changes in its inputs. 

The SWAT model requires a set of spatially explicit inputs for the study area: a digital elevation model (DEM), a soil map, a land use 
map, and a set of weather station locations. The weather stations further must be provided with precipitation, solar radiation, relative 
humidity, and wind data in the form of either (i) records for each day of the simulation or (ii) parameters for a rainfall distribution that 
the model samples from on each simulated day. The data sources used for each of the above in the current study are summarized in  
Table 1. Data on river discharge from the ETESA (Empresa de Transmisión Eléctrica, S.A; https://www.etesa.com.pa/) hydrological 
monitoring network from the period 2005 – 2015 was used for model validation, while ETESA precipitation data from the periods 1990 
– 2000 and 2005 – 2015 were used for fitting the precipitation submodel parameters and running the validation simulation respec
tively. All the above rain gauges and hydrological monitoring stations are mapped in Fig. 1. The three main lakes/reservoirs of note in 
the study area are Lake Gatún, Lake Alajuela, and Lake Bayano. All three were modeled as reservoirs in SWAT using the.res input file 
and estimates of volume/area from Lewis et al. (1971) and ETESA. 

Watershed delineation was carried out in ArcSWAT. A threshold of 5000 cells was chosen as the minimum inflow into an outlet for 
which a subbasin would be defined, which amounts to a drainage area of about 4.75 km2 given the DEM cell size (1 arc-second) at the 
equator (~30.8 m). Areas smaller than this which drain directly into the sea or either neighboring country were not part of the model, 
resulting in a model delineation covering roughly 65,000 km2 or 86% of the total land area of Panama. SWAT further assigns each non- 
branching segment of stream its own subbasin unit and calculates HRUs within each subbasin based on existing combinations of soils, 
land use, and slope. SWAT generates daily mean discharge output (m3s-1) at the outlet of each subbasin, so additional outlets were 
manually defined at the location of each hydrological measurement station (52 in total) to provide direct comparison points. This 
resulted in a delineation of 980 subbasins in total. 

Table 1 
Data sources for building the SWAT model.  

Data layer Source 

DEM (Digital Elevation Model) USGS Earth Resources Observation And Science (EROS) Center. (2017). Shuttle Radar Topography Mission 
(SRTM) 1 Arc-Second Global [Data set]. U.S. Geological Survey. https://doi.org/10.5066/F7PR7TFT 

Soil map FAO-UNESCO Soil Map of the World, accessible at https://data.apps.fao.org/map/catalog/srv/eng/ 
catalog.search#/metadata/446ed430–8383–11db-b9b2–000d939bc5d8 

Land use map  i. For fitting the precipitation submodel, simulation period 1990 – 2000; Land cover product 
using AVHRR (Advanced Very High Resolution Radiometer) data from 1992 to 1993. 
Hansen et al. (2000).  

ii. For the validation simulation, 2005 – 2015; "Panama 2012 Forest Cover and Land Use", STRI 
GIS Data Portal, accessible at https://stridata-si.opendata.arcgis.com/maps/SI::panama- 
2012-forest-cover-and-land-use-tile-layer/about 

Precipitation & discharge ETESA hydrological and meteorological stations (https://www.hidromet.com.pa/es/), STRI 
meteorological stations 

Other climate variables (Solar radiation, wind, 
relative humidity, temperature) 

National Centers for Environmental Prediction (NCEP) Climate Forecast System Reanalysis (CFSR) data, 
available at https://globalweather.tamu.edu/ 

Reservoir information ETESA, Lewis et al. (1971) 
Climatic regions Comité de Alto Nivel de Seguridad Hídrica (2016), Beck et al. (2018)  
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2.3. Precipitation interpolation 

Daily precipitation data from ETESA was downloaded for 249 rain gauge locations across Panama, of which 120 were active during 
the simulation period of 2005–2015, though many had substantial temporal gaps in their records. SWAT requires daily precipitation 
values for each subbasin (980 in total in the current model) and thus some method of interpolation is required to fill both spatial and 
temporal gaps in the data coverage. For spatial gaps, the method used by default is a nearest neighbor (or Thiessen polygon) inter
polation from each subbasin centroid to the nearest rain gauge. For temporal gaps, the default method is sampling from an empirically 
determined rainfall distribution at rain gauge locations using a skew-normal distribution (see Neitsch et al., 2011). Means, standard 
deviations, skew, and wet-dry transition probability values were calculated at all gauge locations using the observations spanning the 
period of 1990–2000. Henceforth this method will be referred to as the default model. This spatial interpolation method can result in 

Fig. 1. Map of meteorological and hydrological stations used in simulation. Basin area upstream of gauge locations used for validation highlighted 
in blue (30 basins), all other regions were ungauged for the period of 2005 – 2015. Not all meteorological stations are necessarily active at any 
given point. 

Fig. 2. Climatic regions as delineated on the area covered by the SWAT model. 1 – Caribbean side of the Tabasará mountains, 2 – Pacific side of the 
Tabasará mountains, 3 – Azuero peninsula, 4 – Central Panama, 5 – East-Central Panama, 6 – Darien region. 
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locations sampling from gauges that are in different climatic zones (e.g., across the peaks of a mountain range), while the temporal 
interpolation method results in breaking of spatial autocorrelation patterns due to independent sampling at spatially related locations, 
which tends to drive overall flow down towards the mean, reducing variance and the magnitude of extremes in streamflow. Instead, we 
expect precipitation patterns to be spatially autocorrelated, but that the strength of autocorrelation may change seasonally with cli
matic forcing. We also expect regional gauge data to be more informative than just the nearest neighbor, at least for some regions and 
months. 

In our modified method, interpolation of precipitation gauge data at each subbasin centroid was carried out for each day, and 
separately for each of six climatic regions that the country was split into (Fig. 2). We first tested a single-step inverse-distance 
weighting model, with a single distance-decay parameter (α, see Eq. 1) fit by region and month (this model was named ‘RDW1’, for 
‘single-step regional distance weighting’). Then, we tested a two-step method (‘RDW2’) at each location which incorporated an 
explicit prediction of rainfall occurrence: (1) first we predicted the probability of a wet or dry day (occurrence) using a logistic 
regression on the inverse distance-weighted mean of observations in the region (using a threshold observation < 0.5 mm, dry gauges 
were given a value of 0 and wet gauges a value of 1); (2) then, given the probability of a wet day, we performed a binomial trial; and if a 
wet day was generated, we interpolated the quantity of rain, again using an inverse distance weighted mean of all observed quantities 
of precipitation within the region for that day. Dry days were assigned a quantity of 0 mm. The two steps involved a single parameter 
each, α1 and α2, which controlled the decay of the relative weighting with distance. Eq. 1 represents the interpolation process we used, 
where pikt was the precipitation value of interest (i.e., either a predictor of wet/dry through a logistic regression, or the quantity of rain 
in mm) for month t and region k, pjkt denoted all measured precipitation values, dijkt was the distance between points i and j, and αkt 
was a shape parameter. 

pikt =

∑
pjkte− αkt dijkt

∑
e− αkt dijkt

(1) 

These αkt values were fit separately to each monthly time interval and each of 6 regions in Panama, to capture expected differences 
in spatial and seasonal autocorrelation patterns. In the RDW2 model, the predicted total quantity of rain across a region on a given day 
(q1) was reallocated to those locations that were predicted to be wet on that day (with a total quantity q2, where q2 ≤ q1), i.e., the 
predicted quantity in each of these locations was scaled by the ratio q1/q2, to prevent underestimation caused by the independent 
prediction of occurrence using binomial trials. 

Each fitted parameter (α in Eq. 1) represented the strength of the distance-weighting, with high α severely penalizing information 
from gauges further away from the target point and prioritizing immediate neighbors. The fitting process, minimizing the sum of 
squared deviations, was run using the gauge data from 1990 to 2000, and the fitted algorithm was then used to interpolate daily values 
at the 980 subbasin centroids using gauge data from 2005 to 2015 for the validation run. 

2.4. Model evaluation 

As the objective was to gain insight into patterns of water distribution, the hydrological model results were compared against river 
discharge data from ETESA, which was not used to calibrate or parameterize any part of the models. R2, Nash-Sutcliffe Efficiency (NSE, 
Nash and Sutcliffe, 1970), and percentage bias (‘Pbias’) of mean model predictions against mean observed daily discharge values were 
calculated for each calendar month and station across the entire simulation period and these were used as metrics of the ability to 
predict average flow. 

We also used NSE, R2, and Pbias to examine the ability of the hydrological model to estimate variation in runoff at a given location, 
using as metrics (i) standard deviation of discharge and (ii) the magnitudes of the 3 highest daily discharge events across the simulation 
period in each location-month combination. We chose the latter to represent of the extreme highs of the discharge distribution for that 
combination and as a coarse indicator of flood risk. 

Finally, we used NSE and R2 to examine the model’s ability to simulate the observed monthly time series of mean discharge within 
each basin from 2005 to 2015. Instead of spatial variation across locations, this procedure tested the ability of the model to capture 
temporal variation within each watershed (using the lowermost hydrological station in each of 35 watersheds). We posited several 
variables across that could explain variation in model predictiveness, namely: (i) elevation of the observation (as we did not account 
for orographic effects explicitly), (ii) existence of a precipitation gauge within the same subbasin as the observation and (iii) number of 
precipitation gauges in the region (both as measures of the relevance and quantity of precipitation information), (v) number of 
subbasins in the watershed (as larger watersheds could have more complex behaviour), (vi) number of subbasins downstream from the 
observation (as interior reaches could behave differently regardless of elevation), and (vi) simulated standard deviation of mean 
monthly discharge at the location (as the ability to predict flow might depend on variability). We used a stepwise forward selection 
algorithm in R to arrive at the linear combination of these variables and their pairwise combinations with the lowest AIC value. 

3. Results 

3.1. Precipitation interpolation 

In the regional distance weighted (RDW1 and RDW2) models, there was a strong seasonal signal in the autocorrelation patterns as 
represented by the fitted distance-decay parameters (α, Fig. 3). Maximum values of the α parameters correspond to the greatest 
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Fig. 3. Distance weighting parameter values for RDW1 (α0) and RDW2 (α1 for occurrence, α2 for quantity) models. A higher value of the parameter 
indicates that closer neighbours are weighted much higher than ones further away, and a lower value indicates a slower distance-decay function and 
thus a more even distribution of weights across the region. 
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weighting of the closest stations and, correspondingly, the fastest decay in weighting with distance. These maxima consistently 
occurred for both precipitation occurrence and quantity in April and October, and these months represent the two transitions between 
the wet (generally May to November) and dry seasons. Over the remainder of each season, parameter values decline and then rise 
gradually (for both the single parameter in RDW1 and the occurrence parameter in RDW2) or remain generally low (for the quantity 
parameter in RDW2) until the next seasonal transition. Variation across region was comparatively higher for both RDW2 parameters 
than for the single RDW1 parameter. 

3.2. Model evaluation 

The standard SWAT model using default precipitation interpolation performed reasonably well for mean discharge across locations 
with an NSE of 0.69. Improving the precipitation interpolation approach yielded even better predictions; NSE = 0.88 using the RDW2 
model and NSE = 0.89 using the RDW1 model. While the default model worked well for mean discharge (NSE = 0.69), it was less able 
to capture variability, with NSE = 0.26 for standard deviation of locations-month combinations. In contrast, for standard deviation, the 
RDW2 model achieved NSE = 0.59 and RDW1 NSE = 0.53, which compared very favorably with the default model. For predicting 
maxima of daily discharge at each location-month combination, we found again that the default model performed poorly, with NSE 
= 0.22, while the RDW2 model achieved a higher NSE of 0.53, and RDW1 again performed similarly to RDW2 with NSE = 0.51. 
Notably, however, Pbias values were significantly larger in magnitude for the RDW1 model than for RDW2 across all analyses. These 
results are summarized in Table 2 and Fig. 4. 

We also examined the ability to predict temporal patterns within each watershed for the default and RDW models across the ten- 
year period (Fig. 5). We found that the default model performed generally poorly, being a worse predictor in 24 out of 35 sites than 
simply using the observed mean (i.e., NSE < 0). The RDW2 model performed significantly better: while 8 sites still performed poorly 
(NSE < 0), 15 (43%) sites had satisfactory performance at NSE > 0.5, and the median NSE was 0.4 across locations. The RDW1 model 
performed intermediately, with no sites achieving NSE > 0.5 and a median NSE of 0.21. RDW2 was chosen as the overall best model 
due to this as well as the lower magnitude of bias mentioned above. 

While there were areas of failure, the performance of RDW2 was largely predictable. 71% of the variation in NSE across locations 
was explained by six variables and two interaction terms. The variables were (i) elevation, (ii) total number of rain gauges in region, 
(iii) number of downstream subbasins, (iv) size of watershed (i.e., number of subbasins), (v) simulated standard deviation of discharge, 
and (vi) presence of (of which (ii), (iv), and (vi) were significant), and the significant interaction terms were between watershed size 
and number of downstream subbasins, and between watershed size and simulated standard deviation (Table 3). 

4. Discussion 

Panama faces a variety of issues related to potential changes in the water cycle ranging from shortages of drinking water and 
hydropower to increased impact of floods and droughts. While sophisticated hydrological modeling tools such as SWAT exist, the data 
available with which to build and calibrate such models is generally more limited in Panama and other countries of the Global South. 
Thus, while Srinivasan and Zhang (2010) demonstrated that an uncalibrated SWAT model predicted streamflow similarly to calibrated 
ones in the Upper Mississippi basin of the USA, testing the performance of such a model in Panama is necessary, given differences in 
environmental conditions and limitations of the available input data. Indeed, we found that while the default SWAT model performed 
well for predicting monthly mean flow across watersheds, it fared poorly for predicting monthly standard deviations and maxima. 
Substantial improvements were obtained across all three metrics by using a 2-stage regional distance-weighted interpolation algorithm 
for precipitation (i.e., our RDW2 model). 

These findings highlight the importance of validating model performance in different regions, but also the potential promise of 
uncalibrated models even in locations where hydrological data are limited. Standard deviations and maxima, which the default model 
predict poorly, represent information about streamflow distributions that are crucially important in the predictive modeling of flood 
risk (e.g., van der Wiel et al., 2019). Furthermore, variability in water availability is a critical indicator of potential water scarcity, and 
has significant impacts on human water use, despite often being overlooked in favour of annual means (Damkjaer and Taylor, 2017). 
Modeling studies also show that hydropower output is sensitive to variability in hydroclimatic inputs (Arriagada et al., 2019; 
Chowdhury et al., 2020). While future hydroclimate projections for Panama have been made for monthly mean discharge (Fábrega 
et al., 2013), the present study lays the groundwork for improved projections based on a more sophisticated hydrological model with 
higher spatial resolution and finer prediction of variability and extremes. 

Table 2 
Summary of simulation results; all statistics calculated by location and calendar month across the whole country.  

Model Summary statistics (monthly discharge, m3/s) 

Mean Standard deviation Maxima 

R2 NSE pbias R2 NSE pbias R2 NSE pbias 

Default 0.70 0.69 -11.4 0.34 0.27 0.3 0.32 0.21 1.0 
1-step regional distance-weighted (RDW1) 0.90 0.89 -15.3 0.60 0.53 -30.1 0.52 0.49 -23.5 
2-step regional distance-weighted (RDW2) 0.88 0.88 -9.5 0.61 0.59 -0.9 0.53 0.51 -4.1  

S. Varadarajan et al.                                                                                                                                                                                                  



Journal of Hydrology: Regional Studies 44 (2022) 101252

8

Fig. 4. Scatterplots of model performance in predicting mean monthly discharge, standard deviations, and daily maxima of monthly discharge 
across locations and calendar months. Each point represents a combination of a calendar month and a specific hydrological station, and all statistics 
are calculated over the entire simulation period (2005 – 2015). 
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The relative predictive failure of the default model was due to the precipitation model which by default matches each subbasin to its 
nearest precipitation gauge and fills temporal gaps in the daily records of each gauge by sampling from an empirical distribution that 
models the behavior of that gauge (Neitsch et al., 2011). This sampling is done independently of any other gauge value on that day. As 

Fig. 5. NSE for prediction of mean discharge timeseries (2005 – 2015) at the monthly timestep at each basin for (a) default model, (b) RDW1 model, 
and (c) RDW2 model. Basins with NSE ≤ 0 are not labeled. 
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these temporal gaps occurred frequently (the mean precipitation gauge was only active on 60% of days from 2005 to 2015), the result 
of this independent sampling would tend to average out variability across subbasins and contribute to the observed pattern of 
underestimated variances and extremes of streamflow in the default model. Such spatial and especially temporal gaps in rainfall data 
have been shown to have significant negative impacts on SWAT performance (Tan and Yang, 2020). In contrast, due to the use of 
distance-weighted interpolation fitted on seasonal and regional spatial patterns of precipitation, estimated values across gauges within 
a region on a given day more faithfully replicated real precipitation patterns in the RDW1 and RDW2 models. 

While both distance-weighted models were clear improvements on the default model, RDW2 outperformed RDW1 in terms of 
predicting standard deviations and maxima of discharge (in terms of both NSE and percentage bias) and also performed much better 
than RDW1 in predicting time series of discharge at each location (Fig. 5). Most often, distance-weighted interpolation for precipitation 
has been modeled as a single step calculating quantity of rain (e.g., Chen and Liu, 2012; Cheng et al., 2017; Tuo et al., 2016; Xue et al., 
2018), as in the RDW1 model. Yet, two-step interpolation treating (i) the occurrence of precipitation and (ii) the quantity separately 
has been found to regenerate more realistic patterns of spatial variability for daily precipitation (Hwang et al., 2012), as these two 
factors need not be linearly related and cannot be captured with a single distance function. RDW2 is thus, overall, the best model of the 
three tested. Only one station with hydrological data used for validation was downstream of reservoir outflow (specifically of Lake 
Bayano, ETESA station ID 148–08–01), and the final model achieved a within-basin NSE of 0.21 at that station, an improvement on the 
default model which had NSE < 0.01. More precise specification and treatment of these large bodies of water is one of the key next 
steps to be addressed in future, as they are locally important for (among many other reasons) their direct connection to the Canal. 

Better accounting for spatial relatedness of precipitation gauges was also crucial for estimating fluctuations in streamflow across 
time within each watershed (as opposed to variation across watersheds discussed above). The uncalibrated default SWAT model 
generally performed no better than simply using the mean flow in most watersheds (median NSE < 0), again highlighting the 
importance of testing in different regions and for different metrics. With our RDW2 model, the median watershed NSE was 0.4% and 
43% of locations achieved NSE > 0.5, defined to be ‘satisfactory’ performance by Moriasi et al. (2007). Furthermore, we could largely 
identify where failures in the RDW2 model occurred, explaining 71% of the variation in basin NSEs, and showed that the total number 
of gauges in the region and the presence of a gauge in the subbasin itself were both predictors of higher NSE at a given location. 

Additionally, our findings suggest that spatial patterning of rainfall varied over time, with peaks in parameter values of the 
distance-weighted interpolation kernel in the months of April and October. High parameter values indicate that nearby gauges are 
much more predictive of precipitation at a point than ones further away. Low parameter values on the other hand indicate a broader 
averaging, and more regional forcing. The two months of highest parameter values, April and October, coincide with the periods of 
change in patterns of observed variation in rainfall (Fábrega et al., 2013) as well as periods of strongest increase and decrease in 
average rainfall respectively (Kusunoki et al., 2019). Further elucidation of the processes that lead to the variation in spatial auto
correlation captured by the current model may aid in the development of a dynamical procedure that can account for nonstationarity. 
While seasonal and regional patterns of spatial autocorrelation in precipitation and their effects on extreme events are being studied in 
some arid and semi-arid areas in regions such as China (Xu et al., 2021) and Iran (Darand et al., 2017; Rousta et al., 2017), they remain 
understudied in the tropics where they may also be of importance. 

5. Conclusions 

The main finding is that the default precipitation model of SWAT was a key limitation in applying it to Panama, and that modifying 
it to account for regional and seasonal patterns of spatial autocorrelation of precipitation dramatically improved predictions of flow 
across a range of metrics. 

While the treatment of precipitation input remains a key element, further improvement of the model could incorporate integration 
with a regionalization approach to improve the accuracy of physical SWAT parameters or focusing on parameterizing areas of interest 
using direct field measurements. We focused on the streamflow output, one of the most fundamental hydrological variables, but SWAT 
also has the capacity for integrative modeling of other aspects of the hydrological system such as sediment load and nutrient pollution 
in runoff, and these represent natural avenues for future work. Finally, more precise treatment of reservoirs and the Canal system in 
general is an important next step. 

Table 3 
Linear regression model summary for predictors of within-basin NSE value. AIC = 5.74, adjusted R2 of prediction = 0.71.  

Predictor Coefficient Std. Error Significance (p < 0.05) 

Intercept 0.55 0.07 * 
1. Elevation -0.17 0.09  
2. Total number of gauges in region 0.12 0.05 * 
3. Number of downstream subbasins 0.24 0.13  
4. Size of watershed (# subbasins) -0.28 0.08 * 
5. Simulated standard deviation of discharge -0.05 0.06  
6. Presence of rain gauge within subbasin 0.12 0.05 * 
Interaction term 3 * 4 -0.38 0.09 * 
Interaction term 4 * 5 -0.39 0.11 * 
Interaction term 1 * 3 -0.26 0.17  
Interaction term 2 * 5 0.11 0.09   
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Our model demonstrates that careful treatment of spatial autocorrelation in precipitation input can yield substantial benefits for 
prediction, even in regions where data limitations make hydrological calibration difficult. 
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